Every time [some software engineer] says, “Nobody will go to the trouble of doing that”, there’'s some kid in Finland who will go to
the frouble.
-Alex Mayfield
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Infroduction
I ==
- Cyber Space is a national asset

- XML is a heart of many mainstream technologies, Web Services,
Service Oriented Architecture(SOA), Cloud Computing etc.

- Web Services vulnerabilities can be present in Operating System,
Network, Database, Web Server, Application Server, Application code,
XML parsers and XML appliances

- New technologies — New Challenges = (Old challenges + New
Challenges)



Solution

Problem Definition

- To secure web resources from XPath injection attack using modular
recurrent neural networks.

Proposed Solution

o The proposed solution uses modular recurrent neural network
architecture to identify and classify atypical behavior in user input.

Once the atypical user input is identified, the attacker is redirected to
sham resources to protect the critical data.

= Count based validation technique



Infroduction to XPath Injection

o An attacker can craft special user-controllable input consisting of XPath expressions to
inject the XML database and bypass authentication or glean information that he
normally would not be able to.

<?xml version="1.0" encoding="ISO-8859-1"7>
<users>
<user>
<username>gandalf</username>
<password>!c3</password>
<account>admin</account>
</user>
</users>

string(//user[username/text()="gandalf' and password/text()="lc3'//account/texi())

string(//userfusername/text()="or '1' = '1' and password/text()=" or '1' = '1'l/account/text()



CAPEC on XPath Injection

Factor Description

Attack Prerequisites XPath Queries and unsanitized user controllable input

Typical Likelihood of Exploit High

Attacker Skills Low

Indicators Too many exceptions generated by the application as a
result of malformed XPath queries

Resource Required None

Attack Motivation Consequences Confidentiality- gain privileges and read application data

Injection Vector User-controllable input used as part of dynamic XPath
queries

Payload XPath expressions infended to defeat checks run by XPath
queries

Activation Zone XML Database

CIA Impact High, High, Medium

Architectural Paradigms Client-Server, Service Oriented Architecture (SOA)

Frameworke Platforme All




Related Work

]

Authors | Title, Year, Publication Methods Used

[1] Mitigating XML Injection |This paper applies ontology to build a strategy based knowledge (XID)

Thiago |Attack through to protect web services from XML injection attack and to mitigate

Mattos |Strategy-based from zero-day attack problem.

Rosa Detection System, 2011, [In strategy based design new attack input will be automatically

et.al. IEEE Security and added to the ontology database. As the number of attacks in the
Privacy[2011 Impact ontology database increase, the technique will result in increased
Factor:0.898] response time.

[2] Nuno |Effective Detection of  [The approach is based on XPath and SQL commands learning and

Antunes |SQL/XPath Injection posterior detection of vulnerabilities by comparing the structure of

et.al. Vulnerabilitiesin Web  |the commands issued in the presence of attacks to the ones
Services, 2009, |[EEE previously learned.
International In this approach results were not promising since the workload
Conference [Research |generation took few seconds of time, but learning phase took a few
Track Acceptance Rate:|minutes of time per operation. The overall fime taken by the detection




Related Work

]
Authors | Title, Year, Publication Methods Used
[3] Nuno |A Learning-Based The approach is to learn valid request patterns (learning
Laranjeiro|Approach to Secure Web |phase) and then detect and abort potentially harmful
et.al. Services from SQL/ requests (protection phase).
XPath Injection Attacks, |The authors achieved 76% accuracy in detecting the
2010, IEEE Pacific Rim SQL/XPath injection attacks.
International Symposium
[4] V. PXpathV: Preventing In this paper XPath Expression Scanner is integrated with
Shanmug |XPath Injection XPath Expression Analyzer to validate XPath Expressions.
haneethi |Vulnerabilities in Web The response time was not promising compared to earlier
et.al. Applications, 2011, approaches.
IJWSC




Related Work

modular neural networks,
1995, IEEE Transactions on

]
Authors Title, Year, Publication Methods Used

[6] Mike |Atheoretical framework for |A theoretical framework for multiple neural network systems where a

Shields, |[multiple neural network general instance of multiple networks is strictly examined.

Matthew |systems, 2008 The authors claim that using an arbitrary number of redundant

Casey networks to perform complex tasks often results in improved
performance

[7]Hanh [Multiple neural networks for [The concept of multiple artificial neural networks was used for long

H. along term time series term time series prediction where prediction is done by multiple neural

Nguyen, [forecast, 2004, Springer, networks at different time lengths.

Christine [Neural Computing & The authors showed that the multiple neural network system performed

W. Chan |Applications 13: 90-98 better compared to single artificial neural network for long term
forecast

[8] Anand |Efficient classification for The modular neural network was used to reduce k - class problems to a

R.et.al, |multiclass problems using  [set of k two-class problems, where each problem was dealt with

separately trained network to achieve better performance compared to
non-modular networks.




Research Gap ldenfitied
The study showed different approaches to handle XPath injection afttacks. It alsc
showed

methods applied and their disadvantages. We can conclude from the study tha
neural
networks are not applied to detect Xpath injection attacks and existing results are no

havior in input

promising.

The study showed, how modularity in case of neural networks helps to achieve
improved

performance. Modular neural networks have not been applied to cyber securih
particularly

to the detection of SQL/XPath injection attacks.



System Design

]
Business fier Data tier
Presentation tier
. o Web Server + Real XML
Some valid W el browser HILE Begued - —— Document
inputs:
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String formed from different character set >

Fig. 1: Three tier architecture of the proposed
svstem



Algorithm

Alsorithm

1
3.

4.

10.

11.

12

13.

14.

Scan the user input.

Determine the length of user input.

Count the frequency of everv character in the user input [a-z, A-Z, 0-9, © |

@#%+=7:]

If the frequencv of character is below the threshold value set for that

particular character in Table 4 then set the error code to 40.

Else if the frequency of characters [. @ # % + =" "] is above the threshold

value set for that particular character in Table 4 then set the error code to

4000

Else set the error code to 400.

Build a recurrent neural network 1 consisting of 50 neurons with hidden

laver as LSTM network and output laver as SoftMax_

Use Bprop- trainer to wain the network using the wraining dataset created

using error codes in Table 2.

Use the test dataset created in real time to validate against the training

dataset.

Build a recurrent neural network 2 consisting of 50 neurons with hidden

laver as LSTM network and output laver as SoftMax.

Use Rprop- trainer to train the network using the training dataset created

using number of login attempts in Table 1.

Use the test dataset created in real time to validate against the training

dataset.

If train error and test error of both the networks are 0.0% then

1. Finally classifvthe input vector based onthe outputs of both the neural
networks in Table 3.

2. Iftheuserinputis successfully classified as *valid” and found in the real
XML file then Return the message “login successful™.

3. Elseifthe userinputis classified as *malicious’ then Return the contents
of the fake XML file.

4. Else if the user input is classified as “invalid” then Return the “error’
message.

Else repeat the steps 8 through 13.

Table 1. Training dataset for classification oflogin attempts {INeural network 17

MNumber of login attempts

Class

1

~

s

3
4 or more

Walid
“alid
“alid
Malicious

Table 2. Tramming dataset for classification of emror codes (INeural network 27

Error code

Class

40
400
4000

Walid
Inwvalid
Malicious

Table 4. Characters with threshold valuae

Special Character Threshold  Error Code
Single quotes () 1 40
Double quote (*} 0 4000
Dot (.} 2 40
Alphabets { [a-zA-Z]) Anvy 40
Digits ([0-9T) Any 40
At the rate (@) 1 40
Equal to (=) 0 400
Square Brackets ([, I} 0 400
Found Brackets ((.)) 0 400
Curly Brackets ({.}) 0 400
Slashes (., /) 0 400
Asterisk (*) 0 400
Pipe (|} 0 400
Anv other character 0 400




Algorithm

Table 3. Final classification of nput vector
Output of Neural Network 1  Output of Newral Network 2  Final Classification

Wahd Valid Walid
Valid Malicious Malicious
Malicious Valid Malicious
Invalid Valid Invalid
Walid Invalid Invalid
Invahd Malicious Malicious
Malicious Invalid Malicious
Malicious Malicious Malicious




System Environment

-5
Table 5: Tools and technologies used for experimentation

Software Environment

Technology Server Side Client Side
Neural Networks PyBRAIN [14] -
Web Services BottlePy Micro Web Framework [15] | -
Web Server WSGIRefServer of BottlePy and -
Apache
Web Browser Firefox, Konquerer Firefox, Konquerer
Scripting Language, Python, numpy, matplotlib [16] -
Graphs
Operating Systems Fedora Linux 14 Fedora Linux 14
Hardware Environment
Blatsriame environment is usied ifop RexaloprehBandM esting of the Ry &eme dbessysban Rayialso

be deployed on machines with lower configurations and on different platforms.



Library

I ==
o PyBrain is a modular Machine Learning Library for Python.

- PyBrain is short for Python-Based Reinforcement
Learning, Artificial Intelligence and Neural Network Library

- To download and Install PyBrain

$ git clone git://github.com/pybrain/pybrain.git
$ python setup.py install

For more detailed installation instructions visit
http://wiki.github.com/pybrain/pybrain/installation

For Information on PyBrain visit hitp://www.pybrain.org



http://wiki.github.com/pybrain/pybrain/installation
http://www.pybrain.org/

Bottle- Python Web Framework
B - i ek S A I L A S ST SR T
o Bottle s a fast, simple and lightwelg micro web-framewor

for Python.

o Itis distributed as a single file module and has no dependencies other tha
the Python Standard Library.

o Itincludes built in Routing, Templates, Utilities and Server

- Bottle does not depend on any external libraries. You can just
download bottle.py into your project directory and start coding:

S wget https://bottlepy.org/bottle.py
1 For more information on Bottle Framework visit hifto://www.bottle.oro



http://www.bottle.org/

Results (True Positives)

Comparisen of True Positives

= : Y ‘ = e Table 6: Comparison of true positives
B Single Neural Network
100 - 9 N o . " 1 Number of Modular Neural Single Neural
= . - - epochs Network Network

- - * 50 0 19
5 _ 100 90 | 82
: o 150 ocl} 80
g 5 - B 200 99 55
2 [ 250 94 39
" ' 300 96) 27
il 5N §E 5N SE §E SN BN NN | 350 E 30
J—. 8 200 90 20
Fig. 2: Comparison of true 450 @ 43
posifives 500 @ 50




Results (False Positives)

Comparison of False Positives

o = s iers el |- Table 7: Comparison of false positives
. | Number of Modular Neural Single Neural
g i N epochs Network Network
e . [ s | 50 99 72
. 100 07 20
o o 150 05| 34
200 06) 38
"’ J_l 250 05 57
| BN AR SFTSRTRE"NN BN AN NN | 300 04 63
Number of Epochs 3 50 m 7 6
Fig. 3: Comparison of false 400 08 58
positives 450 10 58
500 10 45




Results (True Negatives)

Comparison of True Negaives Table 8: Comparison of true negatives

S Frodiiar e e
m Singie Neural Network
100 o & o % . . Number of Modular Neural Single Neural
. - = epochs Network Network

) 50 ] 28
fw : L 100 93] 80
" . B. 150 95 66
g 200 04 62
. . 250 95 43
300 96 37
e 100 150 200 B e 350 400 450 500 350 m 24
Fig. 4: Comparison of true 400 92 42
negatives 450 90 42
500 90 55




Results (False Negatives)

‘ e e M . Table 9: Comparison of false
o= e | neqative
. Number of Modular Neural Single Neural

i . B . 50 100 81
: ) (] = 100 10 18
fo ] | 150 04 20
: 200 01] 45
2 20 ' 250 06 61
i .ﬂ “RI"SE NN BN B 300 o4 73
R A A " L 350 07 70
Fig. 5: Comparison of false negatives 400 10 60
450 10 57
500 06 50




Results (Response Time)

Comparison of Response time

== weduer Newral Retworis || Tple 10: Comparison of response

[ Single Neural Network

150

Numberof Modular Neural Single Neural

150

samples Network Network

. 10 10.23 15.31
: B s 20 2027 30.20
) T 30 30.98 45.74
0 . | @ 40 40.74 61.32

0 2 50 51.31 75.61

E ﬂ 60 62.05 90.78
B ” B “ “omperorsompies B ” 70 70.54 106.34
Fig. 6: Comparison of response 80 8147 12045
time 20 92.27 136.17

100 101.75 150.87




Summary of Results

Table 11: Average detection rate including and excluding an outlier

Average detection

rate including an

Average detection

rate excluding an

outlier outlier
MNN % SNN % MNN % SNN %
True Positives 84.2 46.5 93.55 51.66
False 15.8 53.5 6.45 48.33
Negatives
True 83.8 47.9 93.11 53.22
Negatives




®  data. S )
E ;nO ShO-l-S File Edit View Tools Settings Help
9 New Laopen |[ofsave |A4lsaveas | € Close »
v <xmlfile>
: W <users>
" - N b 4 <user=
File Edit Vi Tools Sett Hel : 2
oie xd —_ew b B R <name first="Jeff" last="Smiley"/=
|;® New %09&:{1 [ save |4l save as @ Close S)Undo  » <id>l</id>_ _
s = <username=) sm11ey<lusernale=
v <xmlfile=> 1~ LR
 P— <password=]jsmiley</password>
v <user> <phone>123-456- 7890</phone>
<name first="Jeff" last="Smiley"/> </user=
<id>1l</id> E‘ v <luser=
<username=fakejsmiley</username> <name first="Chunk" last="MacRunfast"/>
<password>fakejsmiley</password> id id
<phone>fake123-456- 7890</phone> <ild>2</id>
</user> <username>cmac runfast</username>
v <user> <password=speedsupto3</passwords=
<name first="Chunk" last="MacRunfast"/> <phone>603-478-4115</phone>
<id=2</id> </user=
<username>fakecmac runfast</username> o - &
<password=fakespeedsupto3</password=> USEE y ey = : "
<phone>fake603-478-4115</phone> <nawe first="Mitch" last="Hedberg"/>
</user=> <id=3</1d>
v <user> _ _ <username>mitch</username=
s j%drSt:"MltCh" R <password>@l1together</password>
<id=3</id>
<username>fakemitch</username> <phone>222-222-2222</phone>
<password>fake@l1togethe r</password> </user>
<phone>fake222-222-2222</phone> </uUsers>
=/user= W =55Ns5>
</users=> 4 =55N>
v <ssns> <username>]jsmiley</username>
v <ssn>
<username>fakejsmiley</username> <number>111-22-3333</number>
<number>fakelll-22-3333</number> </55N>
</ssn> v <s5n=
b if <ssn=> fak faste/ <username=cmac runfast</username=>
<username>fakecmac runfast</username> A5
<number>fake123-45-6789</number> SAURDEE=17 <45 183 </runber=
<Fasi> </ssn>
v <ssn> v <ssn> =
£ S U b N
Line: 1 Col: 1 INS LINE XML fakedata.xml Line: 47 Col: 1 INS LINE XML data.xml




Snapshots (initial output)

Implementation of Prevention of XPath Injection Attack using PyBRAIN

Login Form

Machine Learning Library

Neural Network Output

| click to view the output |

Analysis of Results

| Analysis of Results |

UserName |

Password |

[ submit || Reset |

Presentation fier

‘Web browser

Usernome :I
Pawword [ ]

Submit

General Architecture of the System

Business tier
HTIP Request Web Server
Welb Serviee
AvuthenticationW$s
HTTP Response

Rocurrent Newral Notwork

LSTM Network

Invalid

Data tier

Real XML
Document

False XML
Document

Custom Error
Mewssages

Attack Information

[ view Log |




Snapshots (valid input scenario

Implementation of Prevention of XPath Injection Attack using PyBRAIN

Machine Learning Library

Login Form Neural Network Output | Click to view the output | Analysis of Results | Analysis of Results |
UserName [mitch ] epoch 0 total error 0.21833 gug weight 0.99168 <] [Login Attempt: 4 [+]
epoch 1 total error 0.19241 gyg weight 0.99171 E
Password [........... ] epoch 2 total error 0.13013  gug weight 0.99189 ||| |Result of Meural Metwork 1 (I/P: Error Code; 0/P: Class)
—_— e epoch 3 total error 8.15396 gyg weight 0.99243 ('Number of training patterns: ', 3)
‘ Submit || Reset | epoch 4 total error 0.20026 gyg weight 0.99314 ('Input and output dimensions: ', 2, 3 L
epoch 5 total error 0.21473  gug weight 0.99399 ('train error: ©.00%', ', test error: 0.00%') 1
: epoch 6 total error 0.2222 gyg weight 0.99529
10g}‘n successful epoch 7 total error 0.22216 gyg weight 0.99623 Result of Neural Network 2 (I/P: Login attempt; 0/P: Class)
epoch 8 total error 8.22222  gyg weight 0.998 ('Mumber of training patterns: ', 4)
epoch 9 total error 0.22222  gug weight 1.0001 | |('Input and output dimensions: ', 2, 2) |
epoch 10 total error 0.22222 gyg weight 1.0029 l~)| |('train error: 0.00%', ', test error: 0.80%') |~
General Architecture of the System Attack Information | View Log |
Remote Port: 59968 (]
: . " Remote Address: 127.0.0.1 3
Bu 1 Data fies =
Presentation fier whscediind = Request Method GET
HTTP Reasest Web Server Real XML Web Browser: Mozilla/5.0 (X11; U; Linux 1686; en-US; ry:1.9.2.10)
Web browser 9 Document Gecko/20101005 Fedora/3.6.10-1.fcl4 Firefox/3.6.10
ek bectes Query String: pxiName=useri27%200r%20%27a%27=527a6tx} Passwi=user
| AuthenticationWs %27%200r%205272%27=527a
HTTP Response Server Time: Tue May 28 16:42:11 2013
Usernome :I
Pawword [ ] = i " Remote Port: 58141
False XML Remote Address: 127.8.0.1
LSTM Network ' ; Document Request Method GET
d | Web Browser: Mozilla/5.0 (X11; U; Linux 1686; en-US; ry:1.9.2.10)
Gecko/20101005 Fedora/3.6.10-1.fc14 Firefox/3.6.10
Query string: TxIName=SLxiPasswd=
Valid Server Time: Tue May 28 16:49:50 2013
Remote Port: 58795
Suspicious 8 Remote Address: 127.0.0.1
Custon Error Request Method GET
Invalid Messages Web Browser: Mozilla/5.0 (X11; U; Linux 1686; en-US; ry:1.9.2.10)
Gecko/20101005 Fedora/3.6.10-1.fcl4 Eirefox/3.6.10
Query String: fxiName=user%27%200r%20%27a%27=%27a&ixiPasswd=user [~]




scenario

Implementation of Prevention of XPath Injection Attack using PyBRAIN

Machine Learning Library

Login Form Neural Network Output [ Click to view the output ] Analysis of Results | Analysis of Results |
UserName [user or'a'="a ] epoch ® total error 0.21833 guq weight 0.99168 | [Login Attempt: 4 =
epoch 1 total error 0.19241 guq weight 0.99171
Password I...............] epoch 2 total error 0.13013 gug weight 0.99189 | [Result of Meural MNetwork 1 (I/P: Error Code; 0O/P: Class)
Ry e—— epoch 3 total error 0.15396 gug weight 6.99243 | ('Number of training patterns: ', 3)
| submit || Reset | epoch 4 total error 0.20026 avg weight 0.99314 ('Input and output dimensions: ', 2, 3} 1
S — — o epoch 5 total error 0.21473  gug weight 0.99399 ('train error: 0.00%', ', test error: 0.00%') 1
= s = = ~| ||epoch 6 total error 0.2222 gyg weight 0.99529
Eﬁl}:@fgg%:gﬁf:ﬁ%;%}gmﬂeyz | epoch 7 total error 8.22216  gyg weight 0.99623 Result of Neural Network 2 (I/P: Login attempt; 0/P: Class)
ase user =| ||epoch 8 total error 0.22222 gyg weight 0.993 {'Number of training patterns: ', 4)
fakecmacrunfast [ epach 9 total error 8.22222  auq weight 1.00081 | ('Input and output dimensions: ', 2, 2) Cl
fakespeedsuptoS (=l epoch 10 total error 0.22222 gyg weight 1.00829 [~ [{'train error: ©.00%', ', test error: 0.080%') |~
General Architecture of the System Attack Information | View Log |
Remote Port: 59968 (-]
3 Remote Address: 127.0.0.1 1
e Business tier Data tier Request Method GI_ET . =
HITP Request Web Server Real XML Web Browser: Mozilla/5.0 (X11; U; Linux 1686; en-US; ry:1.9.2.18)
Web browser Document Gecko/20101005 Fedora/3.6.108-1.fc14 Firgfox/3.6.10
Wob Sarvice g ¥} A
Query String: fxiName=user%27%200r%20%27a%27=%27a&ixiPasswd=user
—— 5%27%200r%20%27a%27-%27a
HTTP Response Server Time: Tue May 28 16:42:11 2013
Username :I
Pasword [ ] 5 Mool Mawark Remote Port: 58141
False XML Remote Address: 127.0.0.1
LSTM Network N 3 Dot Request Method GET
Web Browser: Mozillas5.0 (X11; U; Linux 1686; en-US; ry:1.9.2.10)
Gecko/20101005 Fedora/3.6.10-1.fc14 Firgfox/3.6.10
Query String: tyiName=&ixiPassui=
Valid Server Time: Tue May 28 16:49:50 2013
Remote Port: 59795
Suspicious Remote Address: 127.0.0.1
Custonn Error Request Method GET
Invalid Messages Web Browser: Mozilla/5.0 (X11; U; Linux 1686; en-US; ry:1.9.2.10)
Gecko/20101005 Fedora/3.6.10-1.fc14 Firefox/3.6.10
Query 5tring: IxiName=useri27%200r%20%27a%27=%27a&txiPasswg=user [~




Snapshots (fake login scenario

Implementation of Prevention of XPath Injection Attack using PyBRAIN

Machine Learning Library

Login Form Neural Network Output | Click to view the output | Analysis of Results | Analysis of Results |
UserName [fakejsmiley ] epoch 0 total error 0.21833  gug weight 0.99168 [+]] |Login Attempt: 4 [~]
epoch 1 total error 0.19241 guq weight 0.99171 L
Password I........... ] epoch 2 total error 0.13013 gug weight 0.99189 || |Result of Meural Network 1 (I/P: Error Code; 0/P: Class)
Y e—— epoch 3 total error 0.15396 gug weight 6.99243 ('Number of training patterns: ', 3)
| Submit || Reset | epoch 4 total error 0.20026 avg weight 0.99314 ('Input and output dimensions: ', 2, 3) L
epoch 5 total error 0.21473  gug weight 0.99399 ('train error: 0.00%', ', test error: 0.00%') 1
: epoch 6 total error 0.2222 gyg weight 0.99529
fake 10g}‘n successful epoch 7 total error 0.22216 gyg weight 0.99623 Result of Neural Network 2 (I/P: Login attempt; 0O/P: Class)
epoch 8 total error 0.22222 gyg weight 0.993 {'Number of training patterns: ', 4)
epoch 9 total error 0.22222 gug weight 1.0001 | [{'Input and output dimensions: ', 2, 2) L
epoch 10 total error 0.22222 gyg weight 1.0029 v |('train error: 0.00%', ', test error: 0.00%') L~
General Architecture of the System Attack Information
Remote Port: 59968 (-]
3 Remote Address: 127.0.0.1 1
Business tier Data tier =
Presentation fier : Request Method GET
HTTP Request Web Server Real XML Web Browser: Mozilla/5.0 (X11; U; Linux 1686; en-US; ry:1.9.2.18)
Web browser 9 Document Gecko/20101085 Fedora/3.6.10-1.fcl4 Firefox/3.6.10
et Query String: LxiName=users27%200r%20%27a%27=%27a&tx[Passwd=user
1 AvuthenticationWs %27%2001%20%272%27=%27a
HTTP Response Server Time: Tue May 28 16:42:11 2013
Username :I
Pasword [ ] = RN " Remote Port: 58141
False XML Remote Address: 127.0.0.1
LSTM Network " 2 Document Request Method GET
| | Web Browser: Mozillas5.0 (X11; U; Linux 1686; en-US; ry:1.9.2.10)
Gecko/20101005 Fedora/3.6.108-1.fcl4 Firgfox/3.6.10
Query String: txtName=StxfPasswi=
Valid Server Time: Tue May 28 16:49:50 2013
Remote Port: 59795
Suspicious , Remote Address: 127.0.0.1
Custonn Error Request Method GET
Invalid Messages Web Browser: Mozillas5.0 (X11; U; Linux 1686; en-US; ry:1.9.2.10)
Gecko/20101005 Fedora/3.6.18-1.fcl4 Firgfox/3.6.10
Query 5tring: IxiName=useri27%200r%20%27a%27=%27a&txiPasswg=user [~




Conclusion

]
- Our solution offers improved security over existing methods by misleading
the attackers to false resources and custom error pages

- Our results also show that the system accepts legitimate input although
the user input may contain some special characters and rejects only truly
malicious inputs.

- Our solution combines modular neural networks and count based
validation approach to filter the malicious input

= Our solution has resulted in increased average detection rate of true
positives and true negatives and decreased average detection rate of
false positives and false negatives

o The security systems have to be successful every time. But attacker has t
be successful only once.
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