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1 Abstract

The Spoken Tutorial project is the initiative of the Talk to a

teacher activity launched by the Ministry of Human Resources

and Development, Government of India. It is being developed by

IIT Bombay and provides spoken tutorials on FOSS available in

several Indian languages, for the learner to be able to learn in any

language he/she is comfortable in.

A mind map is a graphical representation of various concepts

related to a topic and the relationships between them. This rep-

resentation finds its value in human understanding and also in

gaining a global view of the document in general. Various scien-

tific studies have affirmed the fact that a mind map provides a

faster way of learning concepts.

There is a large number of tutorials available on the website in

multiple forms like video and text. In order to learn through a

spoken tutorial or a script, learners need to go through them from

the start to the end of the content. Further, there is a lack of an

option to understand the importance of various keywords in that

script. This could be time-consuming for the learner, particularly

in cases where the objective is to run-through multiple scripts in

a short period of time. A mind map is useful for such purposes.

This project provides the functionality of generating a mind

map from a given spoken tutorial script or for multiple scripts

simultaneously, to provide learners the opportunity to learn and

revise a large number of concepts in a relatively short period of

time. A mind map is also a much more attractive way than a

script.
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2 Web app for auto-generation of mind
maps

The web application developed allows the use of links to the Timed

Scripts of spoken tutorials to generate a mind map for represent-

ing the content in one or more tutorials using natural language

processing. The process of generating the mind map involves mul-

tiple stages. The first stage involves scraping data from the Timed

Script page of a tutorial to filter out unnecessary content. This is

followed by cleaning of the text which involves converting the text

to lower case, removing stop words and converting the text into a

list of sentences.

The list of sentences generated from one or more scripts is then

passed to a lemmatiser model that converts all the words into their

root forms. The resultant sequences of words are then passed to

a BERT-based keyword extraction model, that understands pat-

terns from the text to extract keywords from the text along with

their importance with respect to the overall information conveyed

through the text.

The word sequences generated after lemmatization are also used

to train a Word2Vec model to generate word embeddings for the

keywords generated previously. These word embeddings act as nu-

meric representations of the keywords which convey their semantic

meaning. Such word embeddings are then used to calculate the

degree of similarity between the keywords to establish the edges

between them. Finally, a force-directed graph drawing algorithm

is used to display the mind map for the given spoken tutorials or

scripts.
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3 Problems encountered

3.1 Problem 1

The first problem was scraping and cleaning the text from the

Timed Script of the given spoken tutorial. This is crucial as the

pipeline that follows is sensitive to noise such as case of the input,

contributor names, stop words, special characters, digits, etc.

To address this, the Timed Script page was scraped using Beau-

tifulSoup, which is a library that simplifies the process. The text

scraped was then filtered out to remove stopwords, digits, special

characters and converted to lower case. The pipeline is very sen-

sitive to the contributor names of the scripts, so removing them

is crucial. The contributor names are limited, as a result of which

they were noted down and filtered out of the text accordingly.

3.2 Problem 2

The second problem was efficient lemmatization of data followed

by keyword extraction from it. This is an important problem as

there is a tradeoff between the processing time and quality of out-

put generated. Finding the combination of the right balance is

important given the number of lemmatization and keyword ex-

traction options available in the community.

The StanfordCoreNLP lemmatizer followed by a BERT-based

keyword extractor provided the right balance to achieve acceptable

results in a decent amount of time. Although, one of the downsides

of this process is that it is heavily dependent on the cleaning part

of the pipeline for handling noise.
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3.3 Problem 3

The third and problem to be addressed was to extract relationships

between the keywords. While doing so, the header of a script was

also to be handled separately as the header of a script is supposed

to be related to every other keyword in that script. After getting

the weights of the relationships, a threshold was needed to create

a meaningful graph.

In order to address this problem, the input text consisting of se-

quences of lemmatized words is used to train a Word2Vec model.

Then, using the word embeddings of the keywords as returned by

the model are used to get a numeric estimate of the relationship

between those keywords using cosine similarity. Finally, a 92 per-

centile threshold was used to filter out the stronger relationships

between keywords to create the graph.

3.4 Problem 4

The final problem to be solved was graph drawing. The graph

generated in the previous stages was then to be drawn based on

the strength of the relationships. This raised the need of using

force-directed graph drawing of the mind map. Along with this,

the mind map should also be interactive such that users can click

on a particular keyword and the mind map would be redrawn em-

phasizing the relationships of that keyword with other keywords.

This problem was addressed by using D3.js, a library which

provided a force simulation API that was used to draw the mind

map considering the strengths of relationships of various keywords.

Event listeners were added for all keyword nodes in the mind map.

On clicking a particular keyword node, the strength of its relation-

6



ship with other keywords was multiplied by a suitable factor of

5, and then the edges were again thresholded based on the 92nd

percentile. Finally, the mind map was redrawn, highlighting the

relationships of that keyword with other keywords.
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4 Design Considerations

There are a number of design considerations. Two different web

applications are provided which demonstrate the use of the pipeline

either as a standalone application that accepts links to spoken tuto-

rial timed scripts or an integration into the spoken tutorial website

through a Generate Mind Map button. The pipeline is particularly

designed to work with the Timed Script of a spoken tutorial and

the scraping process works only with the Timed Script. Contribu-

tor names are hard-coded to not be present in the mind map. The

mind map is generated with an appropriate value of the repulsive

strength of keyword nodes in the force simulation to accommo-

date the mind map in the given amount of space available. The

mind map is designed to generate 15 keywords per script for the

same purpose. Along with the lemmatizer and keyword extractor

used, other lemmatizers and keyword extractors are also supported

which could be enabled easily.
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5 Installation and updation guide

5.1 Installation

Creating a virtual environment

$ python/python3 −m venv mind map venv

$ source mind map venv/bin / a c t i v a t e

Installation of requirements

$ pip i n s t a l l −r requ i rements . tx t −q

5.2 Updation

Any update to the mind map generation pipeline should be made

to the main code folder or the views.py file in the django applica-

tion. To update the lemmatizers or keyword extractors to be used

out of the ones available, the views.py file should be updated with

the corresponding function call from the lemmatizers.py or the ex-

tractors.py file. The number of keywords generated per script can

also be updated in the views.py file by changing the value of the

top n argument passed to the keyword extraction function. The

percentile criteria of the threshold for edge strength can be updated

through the graph.py file. Various factors related to the force sim-

ulation such as charge, center, etc. can be updated through app.js.
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6 Code and Working

6.1 Code

The code is available at this GitHub repository. It is currently

present on two branches for two different web applications. The

final integration branch contains code for the web application that

can be used as an integration into the spoken tutorial website for

generating a mind map for a script using the ”Generate Mind

Map” button at the bottom of every page.

6.2 Working
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7 Results

Figure 1: Integrated App (final integration branch

Figure 2: Standalone App (master branch)
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